MATRIX FORMULAS FOR COVARIANCE

1. VARIANCE OF LINEAR COMBINATIONS

Suppose X = (X1, X, ..., Xy) is a vector of random variables.

We defined the variance-covariance matrix V of X to be the n xn

symmetric matrix with:

Vii — O'2 = Var(XZ)
vy =vj = o5 = Cov(X;, Xj), i#]

Let 7= (ry,r9,...,m,) be a vector of constants.

The variance of the linear combination
X = X+ X+ 1 X,
is given by the quadratic form
FVFE
1.1. Examples. Suppose X is a vector of two random variables
X = (X1, X,)

with variance-covariance matrix

L)

2
0192 0'2

where 0% = Var(X}), 02 = Var(X5), and o1 = Cov(X7, X5).

1.1.1. Independent Random Variables. If X; and X, are independent,

then Cov(Xy, X5) = 0, so the variance-covariance matrix of X is:

2
_ o 0
vV = { 0 03]

For the linear combination X; + X,, 7= (1, 1), and the variance of

"X =1 1}{?
2

1

] = X1+ Xy
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For the linear combination X; + X, ¥ = (a,b), and the variance of

X4

mz':[ab][XQ

:| = &Xl +bX2

2
Vi = [ a b}{"l OH‘L] = [ ao? bag}{ﬂ = a’oi+bos

1.1.2. Non-Independent Random Variables. If X; and X, are not in-
dependent, the variance-covariance matrix of X is:

2
SR

J19 02

For the linear combination X; + X,, 7= (1, 1), and the variance of

X4

X = [1 1}{){2

] = X;+ X5

is

7VFE = [1 1} U% I12 1 = [02—1-012 012+02] 1 = 02+02+2012
0192 O'% ]_ 1 2 1 1 2

For the linear combination X; + X, ¥ = (a,b), and the variance of

18
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— [aa%%—balg acys + bo? } [a

b ] = a’0} + b°0; + 2aboy

1.2. Multivariate Linear Combinations. It is possible to have a
matrix of coefficients R multiplying X,

w= [t
The resulting linear combination is a vector of random variables,
verx= 4] %] - Tae] = Y]
and the variance-covariance matrix of R'X is
R'VR

1.2.1. Independent Random Variables. If X; and X5 are independent,
they have zero covariance and the variance-covariance matrix of X is

2
_ o 0
[ { 0 Ug]

=]

Suppose

so that

> e |1 1 X1 | | Xi+Xe | N
vowd - o] [R] - [RER] -

The variance-covariance matrix of Y is

o 1 1762 071 1
RVR_|:1—1:||:OU% 1 —1
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I I 1 1] _ [of+o3 of—03
02 —o2 1 -1 0% — 03 oi+o5
S0
Var(Y7) = Var(X; + Xy) = 0%+ 02
Var(Ys = Var(X; — X3) = o2+ 02
1 t0;

COV(}/D }/2) = COV(Xl + X27X1 — X2) — 0—% _ 0_3

1.2.2. Non-Independent Random Variables. The following property ap-
pears in the Averbach and Meta text on page 111-4:

for r.v.’s X1, Xo, X3, and X},
Cov(a1X1 + (ZQXQ, leg + b2X4) =
alblCov(Xl, X3)+aleCOV(X1, X4)+&261C0V(X2, X3)+&262C0V(X2, X4)

This is a special case of the above matrix formula, with

Xl aq 0
> | X a0 i | Xy Fas Xy
X=0x] =1 onl| =] ux,+bhx,
X4 0 bg
Then
U% 012 013 014 ar 0
/ o aip Qs 0 0 0192 O'% 0923 024 a9 0
RVE = |: 0 0 b1 bg :| 013 023 O'?% 034 0 bl
Ol Oy O34 Of 0 by
_ aq 0
_ 107 + a2012  a1019 + A903  a1013 + Q2023 A1014 + A309 ay 0
| 1013 + beo1s 1oz + D202 b102 + byo3y  bio3s + bao? 0 b
0 by
_ aio} + 2a1a2019 + a303 a1b1013 + a1b2014 + a2b1093 + azba094
| a1b1013 + a1bao1y + agbio93 + azbeoay bios + 2b1byosy + b3073

The off-diagonal entries in R’V R match the formula from property 4 of
Averbach and Mehta. However, this formula only works for the specific
R matrix in this example.
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The matrix formula R’V R works for any R and V.



