1. EXPECTED VALUES AND STANDARD ERRORS OF COMMON POINT
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2. SMALL-SAMPLE NORMAL POPULATION CONFIDENCE INTERVAL
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4. FISHER INFORMATION, LARGE SAMPLE DISTRIBUTION OF
MAXIMUM LIKELIHOOD STATISTICS

., Y, is a random sample from a distribution with density
f(y) depending on parameter 6, the Fisher information I(f) is defined
as:
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If ¢ is a differentiable function of the parameter # then under the usual
regularity conditions, for large sample sizes
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has an approximately standard normal distribution.
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5. HYPOTHESIS TESTS FOR MEANS

type H, H, test statistic rejection region

large sample 6 =060, 0#6, =z= 3/_5% 12| > za/2

small sample 6 =60y 0#£6, t= g;j% [t] > ta/2n—1

6. LARGE SAMPLE DISTRIBUTION OF LIKELIHOOD RATIO TEST
STATISTIC

If X is the test statistic for a likelihood ratio test of
Hy:0€Qy versus H,:0€(

where the number of free parameters specified by the statement 6 € €2 is
one, then —21In \ is approximately distributed as a y? random variable
with one degree of freedom.

7. LINEAR MODELS

For the linear model
Y=X0G+e

where the e; are IID N(0,02), the least squares estimates B of the
parameters (3 are given by:

B = (X'X)'X'Y
where the columns of X are linearly independent. Furthermore, the
vector of 'fitted values’ is given by
X3 =XX'X)"'X'Y
and the vector of residuals is given by

e=Y -X3=[-XX'X)'XY



8. MISCELLANEOUS FORMULAS

[fY is a vector of random variables, p is the vector of expected values
of the Y, that is, E(Y) = p, and V is the variance-covariance matrix
of Y, then if ¢t is a vector and A is a matrix,

EWY)=tp V('y)=tVt EAY)=Au V(AY)=AVA

Suppose Y has a multivariate normal distribution with mean vector
0 and variance-covariance matrix I (i.e, Y is a vector of IID N(0,1)
random variables). Then:

1) The quadratic form Y’ AY has a chi-square distribution with degrees
of freedom equal to the rank of A if and only if A is idempotent, that
is, A2 = A.

2) The quadratic forms Y’AY and Y’ BY are independently distributed
if AB=0

9. CRITICAL VALUES

If z is a N(0,1) random variable, then
P(—1.96 < » < 1.96) = 0.95

If ¢ has a t-distribution with n degrees of freedom, then:
Ifn=8 P(—2.306 <t < 2306)=0.95
Ifn=9 P(-2262<t<2262)=0.95

)
Ifn=10 P(—2.228 <t < 2.228)=0.95
Ifn=11 P(-2.201 <t <2201)=0.95

If x has a x? distribution with one degree of freedom, then
P(z > 0.00393) = .95



