
1. assignment 2

1.1. Problem 1. Suppose Y = (Y1, . . . , Yn) is a vector of IID N(0, 1)
random variables.

a) Find the distribution of
n

∑

i=1

Y 2

i

b) Define

Wn =
1

n

n
∑

i=1

Y 2

i

Show that Wn converges in probability to a constant, and find the value
of the constant.

1.2. Problem 2. Suppose Y = (Y1, . . . , Yn) is a vector of IID N(µ, 1)
random variables.

a) Show that Y1 is an unbiased estimator for µ

b) Find
P (|Y1 − µ| ≤ 1)

c) Based on the result of b), is Y1 a consistent estimator for µ?

1.3. Problem 3. Suppose Y is a random variable with a binomial
distribution having n trials and probability of success p. Show that

1

n
Y

is a consistent estimator for p.

1.4. Problem 4. Let Y = (Y1, . . . , Yn) be a random sample of size n

where each Yi has the density function

f(y) =

{

θyθ−1 if 0 < y < 1
0 otherwise

where θ > 0. Show that

Y =
1

n

n
∑

i=1

Yi is a consistent estimator of
θ

θ + 1


