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As usual, this is a slight simplification of the physical
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other possibilities (the coin may roll up against a vertical
surface and not fall over).
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Experiments, Outcomes, and Events
An experiment is a repeatable process that always results
in one of a set of possible outcomes.

Example: Perhaps the simplest probability experiment is
tossing a coin.

We will assume this experiment has two possible outcomes,
heads and tails.

As usual, this is a slight simplification of the physical
experiment of actually tossing a coin, in which there are
other possibilities (the coin may roll up against a vertical
surface and not fall over).

As is often the case, these odd situations are very unlikely
and for practical purposes can be ignored.
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The Sample Space
The technical term for the collection of possible outcomes
of an experiment is the sample space of the experiment.

Introduction and Preliminaries – p. 2/4



The Sample Space
The technical term for the collection of possible outcomes
of an experiment is the sample space of the experiment.

The sample space of our slightly idealized coin toss
experiment has two elements: heads and tails

Introduction and Preliminaries – p. 2/4



The Sample Space
The technical term for the collection of possible outcomes
of an experiment is the sample space of the experiment.

The sample space of our slightly idealized coin toss
experiment has two elements: heads and tails

The sample space of the experiment of rolling a single die
has six elements: 1,2,3,4,5,6

Introduction and Preliminaries – p. 2/4



The Sample Space
The technical term for the collection of possible outcomes
of an experiment is the sample space of the experiment.

The sample space of our slightly idealized coin toss
experiment has two elements: heads and tails

The sample space of the experiment of rolling a single die
has six elements: 1,2,3,4,5,6

The sample space of the experiment of spinning a roulette
wheel and dropping the ball in has 38 elements:

00,0,1,2,3,. . . ,34,35,36
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Events
An event consists of one or more elements of the sample
space.
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In the experiment of drawing a card from a standard deck of
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from more than one outcome of the experiment.
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Events
An event consists of one or more elements of the sample
space.

A simple event consists of a single outcome, or a single
element of the sample space.

In the experiment of drawing a card from a standard deck of
52, "two of clubs" is a simple event.

In the experiment of drawing a card from a standard deck of
52, "a face card" is not a simple event because it can result
from more than one outcome of the experiment.

In the roulette experiment, 0 is a simple event, while "even"
is not a simple event.
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The Rules of Probability
Events are associated with numbers called probabilities,
which are assigned according to the following rules:
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The Rules of Probability
Events are associated with numbers called probabilities,
which are assigned according to the following rules:

The probability of any event is at least zero, and at most
one.

The probabilities of all possible outcomes must add to one.

The second rule is equivalent to saying that the probabilities
of all of the elemements of the sample space have to add
up to one.

These rules are from Kolmogorov’s axioms, which are the
starting point of modern probability theory.
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If an event is certain to occur, it has probability one.
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The Rules of Probability
If an event is certain to occur, it has probability one.

If an event cannot possibly occur, it has probability zero.

An event with a low probability (close to zero) is called an
unusual event

There is no hard and fast rule for how small the probability
has to be.

In many scientific experiments, an event with probablility
less than 1/20 is considered an unusual event.

In this setting, "unusual" is synonomous with "statistically
significant"
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The Law of Large Numbers
Many important results in statistics are based on the law of
large numbers.

Introduction and Preliminaries – p. 6/4



The Law of Large Numbers
Many important results in statistics are based on the law of
large numbers.

This states that as the number of times we repeat an
experiment increases, the proportion with a particular
outcome approaches the probability of that outcome.

Introduction and Preliminaries – p. 6/4



The Law of Large Numbers
Many important results in statistics are based on the law of
large numbers.

This states that as the number of times we repeat an
experiment increases, the proportion with a particular
outcome approaches the probability of that outcome.

In our slightly idealized coin toss experiment, a "fair" coin
will result in the events "heads" and "tails" both having
probability 1/2.

Introduction and Preliminaries – p. 6/4



The Law of Large Numbers
Many important results in statistics are based on the law of
large numbers.

This states that as the number of times we repeat an
experiment increases, the proportion with a particular
outcome approaches the probability of that outcome.

In our slightly idealized coin toss experiment, a "fair" coin
will result in the events "heads" and "tails" both having
probability 1/2.

The law of large numbers states that, if we repeat the coin
toss a large number of times, the proportion of heads will
approach 1/2, the probability of heads in a single toss.

Introduction and Preliminaries – p. 6/4



The Law of Large Numbers
Many important results in statistics are based on the law of
large numbers.

This states that as the number of times we repeat an
experiment increases, the proportion with a particular
outcome approaches the probability of that outcome.

In our slightly idealized coin toss experiment, a "fair" coin
will result in the events "heads" and "tails" both having
probability 1/2.

The law of large numbers states that, if we repeat the coin
toss a large number of times, the proportion of heads will
approach 1/2, the probability of heads in a single toss.

If we roll a balanced die many times, the law of large
numbers says the proportion of fours will approach 1/6, the
probability of a four on a single roll.
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