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## Independent Events

Two events $E$ and $F$ are said to be independent if the occurence of $E$ in an experiment has no effect on the probability that $F$ occurs.
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If the first chip drawn is red, on the second draw the urn contains 2 red and 4 blue chips

Since the probabilities for the second draw depend on the outcome of the first draw, the events are not independent.

In this case we say they are dependent
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## The Multiplication Rule

Example: A coin is tossed, and then a die is rolled.
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- The probability of event $E$ is $\frac{1}{2}$
- The probability of event $F$ is $\frac{1}{6}$
- $E$ and $F$ are independent, so $P(E$ and $F)=P(E) \cdot P(F)=\frac{1}{2} \cdot \frac{1}{6}=\frac{1}{12}$

