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## Conditional Probability

Often we are interested in the probability of an event, but we have additional information.

If we draw a card from a deck and it is a king, and we do not put it back in the deck,
the probabilities change for the second draw.
If we know that the first card drawn is a king, there are then 3 kings in the 51 cards left, so the probability that the second card is a king is:

$$
P(\text { second card is a king })=\frac{3}{51}
$$

This is called the conditional probability that the second card is a king, given that the first is a king.
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Now suppose we took the 10 numbered ping-pong balls, put them in a hat, drew one at random, and set it aside. If we then draw a second ball, without replacing the first, then the first and second numbers are not independent, because the possibilities for the second draw depend on the outcome of the first draw.

In this case events like "an even digit on the first ball" and "an even digit on the second ball" are not independent.

## Multiplication Rule

If two events are independent, the probability that they both occur is just the product of their individual probabilities:

$$
P(E \text { and } F)=P(E) \cdot P(F)
$$

## Multiplication Rule

If two events are independent, the probability that they both occur is just the product of their individual probabilities:

$$
P(E \text { and } F)=P(E) \cdot P(F)
$$

If we roll two dice, the probability of a 6 on the first die is $1 / 6$, which is also the probability of a 5 on the second die.

## Multiplication Rule

If two events are independent, the probability that they both occur is just the product of their individual probabilities:

$$
P(E \text { and } F)=P(E) \cdot P(F)
$$

If we roll two dice, the probability of a 6 on the first die is $1 / 6$, which is also the probability of a 5 on the second die.

Because the events are independent, the probability of a 6 on the first die and a 5 on the second is:

$$
\frac{1}{6} \cdot \frac{1}{6}=\frac{1}{36}
$$
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## Conditional Probability

Suppose a die is rolled. We know that the probability that it came up 3 is $1 / 6$.
Sometimes we are given additional information that changes the picture. Suppose after the die is rolled, we are told that an odd number came up.
Knowing that the number is odd changes the sample space, eliminating 2,4, and 6.
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In general, the conditional probability of event $F$ given that event $E$ occurred is:

$$
P(F \mid E)=\frac{P(E \text { and } F)}{P(E)}
$$

If we have equally likely outcomes, we can state this in terms of the number of outcomes belonging to $E$ and $F$ :

$$
P(F \mid E)=\frac{N(E \text { and } F)}{N(E)}
$$
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## The General Multiplication Rule

Another way to state the previous result is:

$$
P(E \text { and } F)=P(E) \cdot P(F \mid E)
$$

That is, the probability that both $E$ and $F$ occur is always the probability that $E$ occurs, times the conditional probability that $F$ occurs given that $E$ occurred.

