MA396 Takehome Exam 1

Name:

(Note: if you use a computer algebra system, please include the
output with your exam)

1) If two continuous random variables X and Y have joint density
function fyy(x,y), define the covariance of X and Y as

0.y = Cov(X,Y) = E(XY) — E(X)-E(Y)

Show that if X and Y are independent random variables with expec-
tations E(X) = 7 and E(Y') =7, then o,, = 0.

2) A distribution is said to be memoryless if
PY > s+t|Y >t) = P(Y > s)
Show that a random variable Y with the exponential distribution
fr(y) =A™, yel0,00)
has the memoryless property.



3) Suppose Y is a random variable with E(Y) = p and Var(Y) = o2,
and that E(Y?) exists.

a) Show that
E(Y —p)* = E(Y?) - p?
b) Show that
E(Y —p)® = E(Y®) = 3u0® — i°

4) Suppose X = (X1, Xo, ..., X,) is a vector or n random variables
with joint density

fX(Ill?an"'?xn)? J;'LER
Let )Zk = (X1, X, ..., X}) represents the first & components of X.
Then the (joint) marginal density of X} is:

S8 o0
9x, (T1, 22, .. 2)) = / / fx (1, g, ..., x,) degyy - - - dxy,
—0o0 —00

In general, given a jointly distributed vector of n random variables

X , there will be a joint marginal density for every nonempty proper
subset of {X1, Xy,...,X,,}. This density function will be defined by
an integral similar to the one above.

If X = (X1, X5, X3) has joint density function
1
Ix (a1, 20, 23) = ~(v1+2329)e™, 21 €[0,3] , 25 € [0,1], 25 € [0, 0)

9
find the six possible marginal density functions.



5) Suppose X = (X1, Xa, ..., X,) is a vector or n random variables
with joint density
fX(Ill?an"'?xn)? J;'LER
Let X, = (X1, Xs, ..., Xy) represent the first & components of X and
X, _ represent the last n — £ components of X. Then the conditional
density of X, given X,,_j is:
fX($17x2a e ﬂﬁn)

99X,k ($k+1, Tk+42y - - 7xn)

f(xl,xg,...,xk]xkﬂ,...,xn) =

If X = (X1, Xo, X3) has joint density function given in problem 4),
find the six possible conditional density functions.

6) For the joint density function in problem 4), find the variance-
covariance matrix of X.



7) For the joint density function in problem 4), find the variance-
covariance matrix of the random vector Y = {Y;, Y5} defined by:

Yi = X1 +Xo—2X;
Y = X1 —Xo+ X5

8) Suppose a random variable Y has density function

frly) =

a) Find the value of k.
b) Show that E(Y") does not exist.

e yelR



9) Suppose X = (X1, Xo, X3) is a vector of random variables with
joint density function

f(x1, 20, 23) = exp(—x1 — 29 — x3), X1,%2,23 € [0,00)

Define the multivariate moment-generating function Mx (t1,ts,13) as

Mx(tl, tg, t3) = E(exp(tlxl + tgxg + t3$3)

Show that
1

(ty — 1)(ta — 1)(t3 — 1)

Mx (t1,t2,t3) = —

10) The density function for the multivariate normal distribution is:

L1 (v
f(x1,$2,...,$n) - (271_)71“/‘ p( 2 )

Where:
no= (/’Llau%"'aun)

is a vector of means, V' is an n X n variance-covariance matrix, and |V/|
is the matrix determinant of V.

When n = 3,

X = | Xy | is a vector of random variables



M1

= | pe |is a vector of expected values or means
M3
Iy — 1
x—p= | x3— uo | is a vector of deviations from means
T3 — M3

and the variance-covariance matrix is
2
0y 012 013
2
V = 012 0'2 093
2
013 023 O3

The moment-generating function of the multivariate normal distribu-
tion is
Mx(t) = exp(t'z +t'Vt)

where t = (t1,t3,...,t,) is a vector of parameters. When n = 3,
131
t=| iy
t3

The moment-generating function of the (joint) marginal distribution
of X7 and X5 is obtained by setting ¢3 = 0 in the multivariate normal
moment-generating function with n = 3.

a) Find the moment-generating function of the (joint) marginal dis-
tribution of X; and Xs

b) Use the moment-generating function to establish that the marginal
distribution is multivariate normal with n = 2.

¢) Find the vector of means p and the variance-covariance matrix V
of this distribution.



