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Definition of Expected Value

Definition: Suppose a discrete random variable X has probability
density function px (k).

The expected value of X, denoed by E(X) or u or px is given by:

EX)=p=px = Y k-px(k)
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Definition of Expected Value

Definition: Suppose a continuous random variable Y has pdf fy (y).

The expected value of Y, denoed by E(Y) or u or uy is given by:

EY)=p=py = /ooy-fy(y)dy

— 0

Larson and Marx Section 3.5 — p.3/1



Definition of Expected Value

Definition: Suppose a continuous random variable Y has pdf fy (y).

The expected value of Y, denoed by E(Y) or u or uy is given by:

EY)=p=py = /ooy-fy(y)dy

— 0

Larson and Marx Section 3.5 — p.3/1



Expectation

In the discrete case we assume that

>kl -px(k) < o

all «

Larson and Marx Section 3.5 — p.4/1



Expectation

In the discrete case we assume that

>kl -px(k) < o

all «

Larson and Marx Section 3.5 — p.4/1



Expectation

In the continuous case we assume that

/ yl - fr(y)dy < oo
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Expected Value of a Function

Definition: Suppose a discrete random variable X has probability
density function px (k) and g(X) is a function of X.

The expected value of the random variable g(X) is given by:

Elg(X)] = ) g(k) px(k)

Larson and Marx Section 3.5 — p.6/1!



Expected Value of a Function

Definition: Suppose a discrete random variable X has probability
density function px (k) and g(X) is a function of X.

The expected value of the random variable g(X) is given by:

Elg(X)] = ) g(k) px(k)

Larson and Marx Section 3.5 — p.6/1



Expected Value of a Function

Definition: Suppose a continuous random variable Y has probability
density function py (y) and ¢g(Y) is a function of Y.

The expected value of the random variable ¢g(X) is given by:

Elg(Y)] = /OO 9(y) - fr(y) dy
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Expected Value of a Linear Function

For any random variable W and any constants a and b,

E@W +b) = a-EW)+b
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Median of a Discrete Random Variable

If X Is a discrete random variable, the median m is defined to be that
point for which

P(X<m) = P(X>m)
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Example: If X is the sum of the faces of two dice, m = 7.
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Median of a Continuous Random Variable

Definition: If Y is a continuous random variable with probability
density function py (y), the median m of Y is the solution to the
Integral equation

/_ Bl = Wb
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