MA395 Takehome Quiz 6

Name:

1) (heads) (Problem 3.11.2) Suppose a die is rolled 6 times. Let X
be the total number of 4’s that occur and let Y be the number of 4’s
in the first two tosses. Find Py ,(y).

Solution: The event (X =z and Y = y) occurs when we roll y 4’s in
the first two tosses, and x — y in the last 4.

We may consider the first two tosses as a binomial experiment with
n = 2 trials and p = 1/6, and the probability of y successes is

= ()R () vz

Likewise, we may consider the last four tosses as a binomial experiment,
but with n = 4, so the probability of x — y successes is:

4 1 T—y 5 4—x+y
Py = (L)) () oseoess

Since the last four trials are independent of the first two, the probability
of the joint event, P(X =z and Y = y) is the product:

2 1 Y 5 2—y 4 1 T—y 5 d—x+y
BIORORIGRIONG
We may consider the six tosses as a binomial experiment with n = 4,
so the probability of z successes is:

e = ()R () v

Now the conditional probability is by definition

pXY(‘I7 y)

Py =
pxx

which is
QWO o
GIONCES ()

which is a hypergeometric probability.




1) (tails) (Problem 3.11.3) An urn contains eight red chips, six white
chips, and four blue chips. A sample of size 3 is drawn without replace-
ment. Let X be the number of red chips, and Y the number of white
chips. Find an expression for Py, (y).

Solution: Refering to the section on the hypergeometric distribution,
it is suggested (problem 3.2.32) that the distribution generalizes to
sampling from an urn with 3 kinds of objects, with the probability of
the triple (ky, ko, k3) given by

(i) Gz) Geo)
()

so that, in this problem, the probability of obtaining y white and z red

chips would be
() ) Gamy)

8
(5)

To find the probability of choosing x red chips, consider the sample as
a hypergeometric experiment with 8 red and 10 non-red chips, so

8\ ( 10
(a:) (371)

18

(5)
The conditional probability is the ratio of these two probabilities:

P(X =zandY =y) _ (2) (3—;1—@;)
P(X =) ()

3—x

P(X =zandY =y) =

P(X =2x) =

2)(heads) (Problem 3.11.11) A nonnegative random variable X is
called memoryless if

P(X>s+t|X>t) = P(X>s) foralls,t>0
Show that a random variable with pdf
1
fx(x) = (X) e x>0

is memoryless.

Solution: The conditional probability is
P(X >s+tand X >t P(X >s+1) 1—Fx(s+1)

P(X >t) - P(X>t)  1-Fx(t)




The cdf is
Fx(x) = / Ae Mdr = 1—e
0
so the conditional probability is
1 — FX(S 4 t) e—)\(s—i—t)

—As
1-— FX (t) e~ c ( S)

2)(tails) (Problem 3.11.12) Given the joint pdf
Fxy(z,y) = 2"Y, 0<zx<y, y>0

find:
e (a) PY <1]X <1)
e (b)) PY <1|X=1)
* (¢) fra(y)
o (d) E(Y|z)

Solution: a) The marginal density of X is

fx(z) = / 207" Vdy = 2, x>0

Then
1
P(X<1) = / 2e dr = 1—e? = 0.865
0

The probability of the joint event ¥ < 1 and X < 1 is

1 T
P(X <landY <1) = / / 2e " Vdydr = —2e " e " (1)
0o Jo
=04
The conditional probability is

0.4

— = (.462

0.865

b) Since Y is always greater than X, this probability is zero.

c¢) The conditional density is

fXY(x7y) 27" T _—
yle = Fx () = oo — €€ Yo <y




d) The conditional expectation is

EY|z) = /Ooy~e$e_y = (1+2)

3)(heads) (Problem 3.11.14) If
fxy(z,y) =2, >0, y>0, z+y<1

show that the conditional pdf of Y given x is uniform.

Solution: The conditional density is given by

~ fxv(zy)
fY\iB(y) - fX(I')

We obtain the marginal of X by integrating fxy(x,y) over the range
of values Y assumes, which is 0 to 1 — z,

11—z
frla) = [ 2dy = 2 = 20— )
0
" Fy (2.) 2 1
_ Jxy\&yY) _
Friely) = fx(z) 2(1 —x) 1—x
Since this is a constant for any fixed value of x, the conditional is a
uniform density.

3)(tails) (Problem 3.11.15) Suppose that

2y +4x
fy|$(y) 144z

Find the marginal pdf of Y.

1
and fx(z) = §(1+4x), O<z,y<l

Solution: Use the definition of the conditional density
- [xy(2,y)
fy\g;(y) Ix(x)
to obtain an expression for the joint density:
2y +4x 1 2y +4x
pum . pu —_ 1 4 pu
fxv(zy) = frie(y) - fx(2) < iz ) (3( + x)) 5

Now find the marginal density of Y by integrating the joint density
with respect to X:

12y + da 1
= d = —
fr(y) /0 3 x 3

1

(ny + 2x2)

0



fry) = 52y+2) 0<y<1

Wl =

4)(heads) (Problem 3.12.7) A random variable X has the Poisson
distribution if
e AN

Plx=k) = px(k) = P

Find the moment generating function for a Poisson random variable.

k=0,1,2,...

Solution: From the definition, the moment generating function is

ty = th —,\)‘]€ ) = ()\et)k
My (t) = E(e¥) = Ze = e ZT
k=0 ’ k=0 ’
_ €—>\6>\et _ 6A(et—l)

4)(tails) (Problem 3.12.8) Let Y be a continuous random variable
with

frly) = ye™, 0<y
Show that

Solution: From the definition, My (t) is

oo oo 1
My(t) _ E(ety) — / etyyefy — / yefy(l—t) — (1 _t)Q
0 0

5)(heads) (Problem 3.12.14) Find an expression for E(Y*) if
My(t) = (L=t/A)"
where A is a positive real number and r is a positive integer.

Solution: The first derivative of My (t) with respect to ¢ is
(1) r

MP(0) = =

D)=~

The second derivative of My (t) with respect to t is
_r(r+1)

M (0) = =3




Continuing, the k™ derivative is The first derivative of My (t) with
respect to t is
(r+k—1)!

Mx(fk) (t) = =R

5)(tails) (Problem 3.12.16) Find the variance of Y if

62t

My(t) = =5

Solution: We will use the moment-generating function to find E(Y)
and E(Y?) then use the formula

Var(Y) = E(Y?) — [E(Y)]?

Using the quotient rule, the first derivative of the moment-generating
function is
— 12)2e? — (—2t)e?

noy (1

and so

(1 —0?)2e¢" — (—0)e°
(1—02)2

A tedious but straightforward second differentation shows that

E(Y?) = MP(0) = 6

E(Y) = My(0) = =2

Var(Y) = 6 — (2)> =2

6) (heads) (Problem 3.12.19) Use theorems 3.12.2 and 3.12.3 to de-
termine which of the following are true:

e a) The sum of two independent Poisson random variables has
a Poisson distribution

e b) The sum of two independent exponential random variables
has an exponential distribution

e ¢) The sum of two independent normal random variables has a
normal distribution

Solution: a) The moment-generating function of the Poisson distribu-
tion is
My (t) = exp (=X + Ae')



If X and Y are independent Poisson random variables with parameters
i and A, respectively, then the moment-generating function of X +Y
is the product

Mxyvy(t) = Mx(t)- My(t) = exp (=X + Ae') -exp (—p + pet)

= exp (—(A+ p) + (A + p)e’)
which is the moment-generating function of a Poisson random variable
with parameter A + .

b) The moment-generating function of the exponential distribution
is \
My(t) = ——
) =3
If X and Y are independent exponential random variables with pa-
rameters p and A, respectively, then the moment-generating function

of X +Y is the product

M(X+Y)(t) = Mx(t) - My(t) = %ﬁ
_
BCEUIED

which is not the moment-generating function of an exponential random
variable, so the sum does not have an exponential distribution.

¢) The moment-generating function of the normal distribution is
My (t) = exp(ut + o*t?/2)

If X and Y are independent exponential random variables with pa-
rameters p and A, respectively, then the moment-generating function
of X +Y is the product

Mxyv)(t) = Mx(t) - My(t) = exp(puat + o7t?/2) - exp(uat + 05t /2)
Mixyvy(t) = exp ((1 + pa)t + (0f + 03)t°/2)

which is the moment-generating function of a normal random variable
with mean p; + po and variance o? + o73.

6)(tails) (Problem 3.12.21) Suppose that Y1, Y5,...,Y, is a random
sample of size n from a normal distribution with mean p and standard
deviation o. Use moment-generating functions to determine the pdf of

1 n
— ﬁ;yi



Solution: The moment-generating function of a normal random vari-
able with mean p and standard deviation o is

My(t) = exp(ut +0*t*/2)
Since n is a constant, by theorem 3.12.3a

Y;
My (t) of —
n

ut  o*t?
n 2n2

s My(t/n) = exp (— L2

The Y; form a random sample, so they are independent, and by theo-
rem 3.12.3b the moment-generating function of the sum of Y;/n is the
product of the individual moment-generating functions, so

- ut  o?t? ut o2 \"
Mi(t) = e —+— | =e —+ —
v(t) HXp(n+2n2 P n+2n2

nut — no?t? (%) t*
= exp (T o2 ) = exp | ut + 5

which we recognize as the moment-generating function of a normal
random variable with mean p and standard deviation o//n.



