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The Normal Distribution
Recall that the Normal or Gaussian distribution is the most
important distribution in statistics.

Most of the important distributions in statistics arise in one
way or another from the Normal distribution.

With a few rather mild assumptions such as finite variance,
sums of collections of independent random variables tend
to approach a normal distribution as the number of
independent random variables increases.

This important result appears in a number of forms and is
known as the central limit theorem

The real importance of the central limit theorem is that you
can almost always treat the sum of a sufficiently large
collection of independent random variables as a normal
random variable.
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The Normal Distribution
The central limit theorem makes life as a statistician much
easier because it says if we can manage to get a
reasonably large sample, we can almost always ignore the
specific properties of whatever distribution the population
we sampled has. The sum can be treated as a normal
random variable.
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Normal Distribution
A common application of the normal distribution (also called
the "bell curve" distribution) is standardized tests.

Researchers who construct tests usually "standardize"
them so that in the general population, the average score
and standard deviation of the scores can be treated as a
known quantity.

For example, most IQ tests are standardized to have a
mean of 100 and a standard deviation of 15.

SAT scores are standardized to have a mean of 500 and a
standard deviation of, let’s say 100

This means you can find the probability that an IQ score or
an SAT score falls in a certain range by using the normal
distribution.
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